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Differential	expression	analysis

The	identification	of	genes	(or	other	types	of	genomic	features,	such	as	transcripts	or	
exons)	that	are	expressed	in	significantly	different	quantities	in	distinct	groups	of	
samples,	be	it	biological	conditions	(drug-treated	vs.	controls),	diseased	vs.	healthy	
individuals,	different	tissues,	different	stages	of	development,	or	something	else.

Typically univariate analysis	(one	
gene	at	a	time)	– even	though	we	
know	that	genes	are	not	
independent



Some	statistical	aspects	important	for	selection	of	
RNA-seq data

• Properties	of	RNA-seq data
• Replicates



How are RNA-seq data	generated?

Sampling	process



”Transcriptional real	estate”



Count-based statistics

People	often	use	discrete	distributions	(Poisson,	negative	binomial	etc.)	rather	
than	continuous	(e	g	normal)	distributions	for	modeling	RNA-seq data.

This	is	natural	when	you	consider	the	way	data	are	generated.

Thus,	many	DE	analysis	tools	demand	tables	of	integer	read	counts	as	input,	
rather	than	RPKM/FPKM/TPM.	



Count	nature	of	RNA-seq data

Scenario	1:	A	30000-bp	transcript	has	1000	counts	in	sample	A	and	700	counts	in	sample	B.

Scenario	2:	A	300-bp	transcript	has	10	counts	in	sample	A	and	7	counts	in	sample	B.	

Assume	that	the	sequencing	depths	are	the	same	in	both	samples	and	both	scenarios.	Then	the	
RPKM	is	the	same	in	sample	A	in	both	scenarios,	and	in	sample	B	in	both	scenarios.	

In	scenario	A,	we	can	be	more	confident	that	there	is	a	true	difference	in	the	expression	level	than	
in	scenario	B	(although	we	would	want	replicates	of	course!)	by	analogy	to	a	coin	flip	– 600	heads	
out	of	1000	trials	gives	much	more	confidence	that	a	coin	is	biased	than	6	heads	out	of	10	trials		

Programs	like	edgeR and	DESeq2	want	to	make	use	of	the	count	nature	of	RNA-seq data	to	
increase	statistical	power.	The	reasoning	goes	something	like	this:

(simplified	toy	example!)



Technical vs	biological replicates

Technical replicates:

• Assess	variability	of	measurement	technique
• Typically	low	for	bulk	RNA-seq (not	necessarily	single-cell	RNA-seq)
• Poisson	distribution	can	model	variability	between	RNA-seq technical	

replicates	rather	well

Biological replicates:

• Assess	variability	between	individuals	/	“normal”	biological	variation
• Necessary	for	drawing	conclusions	about	biology
• Variability	across	RNA-seq biological	replicates	not	well	modelled by	

Poisson	– usually	negative	binomial	(“overdispersed Poisson”)	is	used



Replicates and	differential	expression

Intuitively,	the	variation	between the	groups	that	you	want	to	compare	should	be	
large	compared	to	the	variation	within each	group	to	be	able	to	say	that	we	have	
differential	expression.	

The	more	biological	replicates,	the	better	you	can	estimate	the	variation.	But	how	
many	replicates	are	needed?

Depends:

Homogeneous	cell	lines,	inbred	mice	etc:	maybe	3	samples	/	group	enough.
Clinical	case-control	studies	on	patients:	can	need	a	dozen,	hundreds	or	thousands,	
depending	on	the	specifics	….



Different	software	packages	and	choices

• Mapping	vs pseudo-alignment
• Parametric	vs non-parametric
• Isoform-level	vs gene-level
• Complex	vs simple	comparisons



Or	BitSeq,	eXpress,	RSEM,	Sailfish	etc.

Or	BitSeq,	ebSeq etc. Or	SAMSeq,	limma,	etc.

Possible	workflows



RNA 22:1–13,	2016

48	wild-type	and	48	mutant	(snf2	deletion)	biological	replicates	in	yeast
(well	studied,	relatively	small	genome,	few	multi-exonic genes	=>	should	be	a	relatively	
“simple”	case)

Recommendation:



Gene	level	analysis
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Benchmarking of RNA-sequencing 
analysis workflows using whole-
transcriptome RT-qPCR expression 
data
Celine Everaert1,2,3, Manuel Luypaert4, Jesper L. V. Maag  5, Quek Xiu Cheng5, Marcel E. 
Dinger  5, Jan Hellemans4 & Pieter Mestdagh1,2,3

RNA-sequencing has become the gold standard for whole-transcriptome gene expression 
quantification. Multiple algorithms have been developed to derive gene counts from sequencing 
reads. While a number of benchmarking studies have been conducted, the question remains how 
individual methods perform at accurately quantifying gene expression levels from RNA-sequencing 
reads. We performed an independent benchmarking study using RNA-sequencing data from the well 
established MAQCA and MAQCB reference samples. RNA-sequencing reads were processed using five 
workflows (Tophat-HTSeq, Tophat-Cufflinks, STAR-HTSeq, Kallisto and Salmon) and resulting gene 
expression measurements were compared to expression data generated by wet-lab validated qPCR 
assays for all protein coding genes. All methods showed high gene expression correlations with qPCR 
data. When comparing gene expression fold changes between MAQCA and MAQCB samples, about 
85% of the genes showed consistent results between RNA-sequencing and qPCR data. Of note, each 
method revealed a small but specific gene set with inconsistent expression measurements. A significant 
proportion of these method-specific inconsistent genes were reproducibly identified in independent 
datasets. These genes were typically smaller, had fewer exons, and were lower expressed compared to 
genes with consistent expression measurements. We propose that careful validation is warranted when 
evaluating RNA-seq based expression profiles for this specific gene set.

Due to the drop in cost of massively parallel sequencing, RNA-sequencing (RNA-seq) has become a viable alter-
native to gene expression microarrays1. Nowadays, RNA-seq is generally considered the gold standard for whole 
transcriptome gene expression quantification, not only in research but also for clinical applications. Compared 
to microarrays, RNA-seq has several major advantages. First, no prior knowledge about the content of the tran-
scriptome is required, providing an unbiased view on the ensemble of transcripts in a sample and the possibility 
of evaluating allelic expression. Second, RNA-seq enables a much more detailed analysis of alternative splicing 
events. While certain microarray platforms can be used to study alternative splicing2, this is typically limited to 
known isoforms and occurs at much lower resolution. Finally, RNA-seq gene expression measurements tend to 
cover a much broader dynamic range and can be more sensitive compared to microarrays3, 4. Nevertheless, the 
field of RNA-seq still faces many challenges, especially in terms of data processing and analyses. In contrast to the 
microarray field, where data processing converged over the years into a well-defined set of broadly accepted work-
flows, the number of RNA-seq data processing workflows is still increasing, with none accepted as the standard 
so far. RNA-seq data processing workflows typically come in two different flavours. First, there are methods that 
align reads directly to a reference genome, followed by quantification of mapped reads (e.g. Tophat-Cufflinks5, 
Tophat-HTSeq6, 7 and STAR-HTSeq7, 8). Secondly, there are the so-called pseudoalignment methods (e.g. Salmon9 
and Kallisto10) that break up reads into k-mers before assigning them to transcripts. This results in a substan-
tial gain in speed compared to the alignment based workflows. The workflows also differ in how they estimate 

1Center for Medical Genetics, Ghent University, Ghent, Belgium. ͸Cancer Research Institute Ghent, Ghent 
University, Ghent, Belgium. 3�������������s I�s������ 
���� �͸�ǡ 
���� ������s���ǡ 
����ǡ �������. 4Biogazelle, 
Ghent, Belgium. 5Kinghorn Cancer Center, Sydney, Australia. Correspondence and requests for materials should be 
addressed to P.M. (email: pieter.mestdagh@ugent.be)

Received: 18 July 2016

Accepted: 3 April 2017

Published: xx xx xxxx

OPEN



Expression	levels	are	similar	between	RT-qPCR	and	RNA-seq
data
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groups consist of genes for which both methods agree on the differential expression status (i.e. differentially 
expressed or not differentially expressed). These genes are further referred to as concordant genes. The third and 
fourth group consist of genes for which both methods disagree on the differential expression status (i.e. differ-
entially expressed by only one method or differentially expressed by both methods but with opposite direction). 
These genes are collectively referred to as non-concordant genes. The fraction of non-concordant genes ranged 
from 15.1% (Tophat-HTSeq) to 19.4% (Salmon) and was consistently lower for the alignment-based algorithms 
compared to the pseudoaligners (Fig. 4B). While the non-concordant fraction appears large, it mainly consists of 
genes for which the difference in log fold change between methods (∆FC) is relatively low. For instance, over 66% 
of all genes in the non-concordant fraction have a ∆FC < 1 and 93% have a ∆FC < 2, irrespective of the workflow 
(Supplemental Fig. 7). We therefore defined a fifth group of genes with ∆FC > 2. These genes represent between 
7.1% (Tophat-HTSeq) and 8% (Tophat-Cufflinks) of the entire non-concordant fraction (Fig. 4B) and, together 
with the genes that have differential expression going in opposite directions, we considered as truly deviating 
between RNA-seq and qPCR. When evaluating the expression levels of the various fractions of non-concordant 
genes, it’s clear that the non-concordant genes with ∆FC > 2 and non-concordant opposite direction genes are 
primarily expressed at low levels (i.e. first expression quartile, Fig. 4B and Supplemental Fig. 8). In contrast, 
non-concordant genes with ∆FC < 2 are equally distributed across expression quartiles (Fig. 4B). An overview of 
all non-concordant genes is available in Supplemental Table 2.

To evaluate the extent to which the non-concordant genes are workflow-specific, we assessed the overlap 
of non-concordant genes between workflows (Fig. 5A and Supplemental Fig. 9). While a significant number of 
genes are shared between all workflows, several genes were identified that are specific to one workflow or a group 
of workflow (i.e. alignment based and pseudoaligners). Whereas the former points to systematic discrepancies 
between quantification technologies (i.e. qPCR and RNA-seq), the latter points to differences between individ-
ual workflows or groups of workflows. The number of workflow-specific, non-concordant genes with ∆FC > 2 
ranged from 5 (Kallisto) to 55 (Tophat-HTSeq). These are genes where the workflow fails to reproduce the dif-
ferential expression (observed by qPCR and all other workflows) or genes for which the workflow observes dif-
ferential expression that is not confirmed by qPCR or any of the other workflows. Examples of workflow-specific 
non-concordant genes with ∆FC > 2 are shown in Fig. 5B. LRRC74B and HNRNPA1L2 are differentially 

Figure 1. Gene expression correlation between RT-qPCR and RNA-seq data. The Pearson correlation 
coefficients and linear regression line are indicated. Results are based on RNA-seq data from dataset 1.



Most	problems	are	consistent	so	they	disappear	when	you	
do	diff-exp analysis
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expressed according to Salmon and Tophat-HTSeq respectively, but are non-differential according to the other 
workflows and RT-qPCR. Conversely, AUNIP and MYBPC2 are non-differential according to Tophat-Cufflinks 
and Kallisto respectively, but differential according to RT-qPCR and the other workflows. When grouping work-
flows, we identified 70 non-concordant genes with ∆FC > 2 specific for pseudoalignment algorithms and 62 
non-concordant genes with ∆FC > 2 specific for mapping algorithms. Similar results were obtained in the second 
dataset (Supplemental Figs 10–12).

To verify whether these genes were consistent between independent RNA-seq datasets, we compared results 
between dataset 1 and 2. Workflow-specific genes were found to be significantly overlapping between both data-
sets (Fig. 5C). This was especially the case for Tophat-Cufflinks and Tophat-HTSeq specific genes. Also genes 
specific for pseudoalignment algorithms and mapping algorithms were significantly overlapping between dataset 
1 and 2 (Fig. 5B). These results suggest that each workflow (or group of workflows) consistently fails to accurately 
quantify a small subset of genes, at least in the samples considered for this study.

Features of non-concordant genes. In order to evaluate why accurate quantification of specific genes 
failed, we computed various features including GC-content, gene length, number of exons, and number of 
paralogs. These features were determined for concordant and non-concordant genes and compared between 
both groups (Fig. 6). Non-concordant genes specific for pseudoalignment algorithms and mapping algo-
rithms were significantly smaller (Wilcoxon: p < 0.001, Kolmogorov-Smirnov: p < 0.001) and had fewer exons 
(Wilcoxon: p < 0.003, Kolmogorov-Smirnov: p < 0.001) compared to concordant genes. No significant dif-
ference in GC-content or number of paralogs was observed. Besides evaluating gene characteristics, we also 
assessed the number of poor quality reads (below Q20) and multi-mapping reads. The number of poor quality 
and multi-mapping reads was higher for non-concordant compared to concordant genes. This was observed for 
both pseudoalignment (Chi-square: p < 2.2e-16; relative risk poor quality = 1.12, multi-mapping = 1.071) and 
mapping workflows (Chi-square: p < 2.2e-16; relative risk poor quality = 1.073, multi-mapping = 1.075).

Figure 3. High fold change correlation between RT-qPCR and RNA-seq data for each workflow. The 
correlation of the fold changes was calculated by the Pearson correlation coefficient. Results are based on RNA-
seq data from dataset 1.



Read	alignment	pipelines	and	gene	expression	
estimates
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Transcript	level	analysis
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Evaluation and comparison of
computational tools for RNA-seq
isoform quantification
Chi Zhang1, Baohong Zhang1, Lih-Ling Lin2 and Shanrong Zhao1*

Abstract

Background: Alternatively spliced transcript isoforms are commonly observed in higher eukaryotes. The expression
levels of these isoforms are key for understanding normal functions in healthy tissues and the progression of disease
states. However, accurate quantification of expression at the transcript level is limited with current RNA-seq technologies
because of, for example, limited read length and the cost of deep sequencing.

Results: A large number of tools have been developed to tackle this problem, and we performed a comprehensive
evaluation of these tools using both experimental and simulated RNA-seq datasets. We found that recently developed
alignment-free tools are both fast and accurate. The accuracy of all methods was mainly influenced by the complexity
of gene structures and caution must be taken when interpreting quantification results for short transcripts. Using TP53
gene simulation, we discovered that both sequencing depth and the relative abundance of different isoforms affect
quantification accuracy

Conclusions: Our comprehensive evaluation helps data analysts to make informed choice when selecting
computational tools for isoform quantification.

Keywords: RNA-seq, Quantification, Isoform, Data analysis, RSEM, Salmon, Salfish, Kallisto

Background
Recent large genome-scale studies concluded that almost
all human multi-exon genes could be spliced into mul-
tiple transcript isoforms [1]. There are 58,037 annotated
human genes and 198,093 isoforms in Gencode v25 [2].
On average, there are 3.4 annotated transcripts per hu-
man gene and if only protein-coding genes are consid-
ered, the ratio increases to 7:1. However, the number of
annotated transcripts does not fully represent the com-
plexity of all alternative splicing events in cells. The
available databases only annotate transcripts that are
commonly observed. Novel transcripts are often discov-
ered by RNA-seq, even in well-annotated organisms like
human and mouse.
Isoform switching events are observed in various cellular

processes, including tissue differentiation and transition
from healthy to disease states [3–8]. Isoforms from the

same gene can be involved in distinct processes or even
play opposite roles. The p53 tumour suppressor gene also
known as Tumour Protein P53 (TP53) is well studied and
has a central role in the regulation of DNA-damaged cells.
TP53 is frequently mutated in most human cancer types
[9, 10]. However, not all TP53 isoforms have the same role
in tumour suppression. For instance, the roles of Δ133p53
and full-length p53β isoforms are opposite to each other.
The Δ133p53 isoform inhibits apoptosis of tumour cells in-
duced by the full-length p53β isoform [11, 12]. In such
cases, it is essential to obtain accurate quantification of ex-
pression at the transcript level to understand the relative
contribution of each isoform to a physiological state.
Our previous study [13] showed that a transcript-based

approach led to a significant improvement in the accuracy
of gene expression quantification over traditional union-
exon based methods such as HTseq [14] and featureCounts
[15]. Thus, transcript level quantification is recommended
for all RNA-seq data analysis. Moreover, isoform quantifica-
tion not only detects isoform-switching events that are
masked by gene level analysis, but also improves gene level
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Methods	used	in	paper

quantification accuracy by aggregating the transcript level
quantification results [16, 17].
In recent years, RNA-seq has emerged as a powerful

transcriptome profiling technology that allows in-depth
analysis of alternative splicing [18]. In a typical RNA-seq
assay, extracted RNAs are reverse transcribed and frag-
mented into cDNA libraries, which are sequenced by high
throughput sequencers. Transcript isoforms coming from
the same gene are highly similar in sequence and share a
large percentage of overlapping regions. It is, therefore, a
challenging task to identify the true origin of the short se-
quencing reads, given that reads from overlapping regions
can come from any of the transcript isoforms.
A number of packages have been developed to quantify

expression at the transcript level [19]. RSEM [20] imple-
ments iterations of EM (Expectation-Maximization) algo-
rithms to assign reads to the isoforms from which they
originate. eXpress [21] is a more recent tool that utilizes
an online EM algorithm to improve the convergence
speed of standard EM methods. TIGAR2 [22] utilizes
Bayesian inference and aims to provide better accuracy for
longer reads. Cufflinks [3] is a popular tool for novel tran-
script discovery and quantification. It attempts to explain
the observed reads with a minimum number of isoforms.
The strategy is similar to one iteration of the EM algo-
rithm used in RSEM [20].
Most Recently, ultra-fast alignment-free methods, such

as Sailfish [23], Salmon [24] and Kallisto [25], have been
developed by exploiting the idea that precise alignments
are not required to assign reads to their origins. Kallisto
introduced a de bruijn graph to achieve efficient “pseudo-
alignment” by checking the compatibility between short
reads with transcripts. Sailfish was initially implemented
using a k-mer approach, but was later improved to incorp-
orate the same mapper from Salmon for “quasi-mapping”.
Salmon implemented a two-phase inference procedure in-
cluding both online and offline iterations of EM. Salmon
is also a flexible tool that has two modes of quantification.
It can either process sequence reads directly using its own
mapper, i.e. RapMap [26], or it can take transcriptome-
mapped BAM files as inputs. To distinguish these two
running modes, the two modes are evaluated separately,
with the former termed as “Salmon” and the latter termed
as “Salmon_aln” in the following discussion.
In this paper, we performed a comprehensive evalu-

ation of these tools using both experimental and simu-
lated datasets, and investigated the impact of gene
structural features on the accuracy of isoform quantifica-
tion. Our evaluation focused on isoform quantification
methods that aim to accurately quantify known tran-
scripts. Thus, those methods that focus on novel tran-
script discovery, such as Stringtie [27], SLIDE [28] and
iReckon [29], were excluded from this evaluation. After
careful literature review, a total of seven tools were

selected: Cufflinks, RSEM, TIGAR2, eXpress, Sailfish,
Kallisto and Salmon. We used RSEM simulated datasets
to measure the accuracy of methods, technical replicates
of experimental data to test the robustness, and simu-
lated transcripts from the TP53 gene to illustrate the
challenges of isoform quantification.

Methods
Datasets
The RNA-seq dataset for two technical replicates from
Universal Human Reference RNA (UHRR-C1 and UHRR–
C2) and two technical replicates from Human Brain Refer-
ence RNA (HBRR-C4 and HBRR-C6) were downloaded
from Illumina’s BaseSpace. The four samples were pre-
pared by a strand-specific protocol and deeply sequenced
on a HiSeq 2500 platform, with about 80 million paired-
end reads per sample. The RSEM package was used to
simulate 50 million reads from the HBRR-C4 sample in
the experimental dataset. The fraction of reads coming
from “noise” (theta0) was set to 0.007 in the simulation.

Workflow of quantification
The transcript expression levels in both simulated
and experimental datasets were quantified by the
workflow depicted in Fig. 1. For each algorithm, de-
tailed command line parameters are provided in the
Additional file 1: Supplementary Methods. The initial
input files for the workflow were sequence reads in
FASTQ/FASTA format and the final output files were the
summarized counts or TPM (Transcripts Per Million) ta-
bles. Some methods, including RSEM, TIGAR2, and eX-
press, require transcriptome-mapping BAM files as input,

Fig. 1 Workflow for transcript isoform quantification. Sequencing
reads were either mapped by STAR aligner or directly fed into
alignment-free methods, Salmon, Sailfish or Kallisto. The transcriptome
BAM files were quantified by Salmon_aln, eXpress, RSEM or TIGAR2. The
genome BAM files were quantified by Cuffquant and then Cuffnorm
from the Cufflinks package. The results are summarized into counts and
TPM tables for comparison
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Comparisons of isoform quantification accuracy across
methods
We first filtered out lowly expressed transcripts and log2
transformed the counts and TPM tables as described in
the Methods Section. Then, R2 and MARDS were calcu-
lated as accuracy measurements for expressed tran-
scripts using estimated read counts (Fig. 2a and b) and
TPM values (Additional file 1: Figure S1A and B). R2 is a
good metric for global agreements between two sets. It
is robust against outliers after log2-transformation, but
does not give a good estimate if there is strong linear
bias. MARDS, on the other hand, is a local measurement

for relative errors. It can detect global biases, but is not ro-
bust against outliers. By combining the two metrics, we
obtained a comprehensive view of the accuracy measure-
ment of the eight methods from the seven chosen tools.
We also calculated Spearman correlation coefficient and
RMSD (Root Mean Squared Distance) described by Teng
et al. [35] (Additional file 1: Figure S2A and B), however,
we did not observe any additional benefits.
Figure 2a and b show strong agreements between R2

and MARDS. In general, the higher the R2, the smaller the
corresponding MARDS. Overall, all methods had a good
performance by achieving R2 over 0.91 and MARDS less
than 0.3. Cufflinks and eXpress, showed worse scores in
both categories, and performed worse than the other
methods in this simulation. The accuracy difference was
small for the other six methods, achieving R2 over 0.95
and MARDS less than 0.2. The same conclusions can be
drawn using either counts or TPM values.

The impact of gene complexity on the accuracy of
isoform quantification
Next, we investigated what features impact the accuracy
of transcript quantification. One such feature is the
structural complexity of a gene. If a gene has a complex
structure, with a large number of highly similar tran-
script isoforms, it can be difficult for algorithms to cor-
rectly assign reads to their true origins. To quantify this
effect, we divided the transcripts evenly into four separ-
ate groups according to the number of isoforms of their

Table 1 Run time metrics of each method on 50 million paired-
end reads of length 76 bp in an high performance computing
cluster

Memory (Gb) Run time (min) Algorithm Multi-thread

Cufflinks 3.5 117 ML Yes

RSEM 5.6 154 ML Yes

eXpress 0.55 30 ML No

TIGAR2 28.3 1045 VB Yes

kallisto 3.8 7 ML Yes

Salmon 6.6 6 VB/ML Yes

Salmon_aln 3 7 VB/ML Yes

Sailfish 6.3 5 VB/ML Yes

For methods that support multi-threading, eight threads were used. For alignment-
free methods (Kallisto, Salmon and Sailfish), a mapping step was included. The best
performer in each category is underlined and the worst performer is in bold
ML Maximum Likelihood, VB Variational Bayes

Fig. 2 Comparisons of the overall performance among different methods and the impact of the number of transcripts on the accuracy of isoform
quantification. a Pearson correlation coefficient. b mean absolute relative differences and c-d) The above metrics were broken into separate groups
according to the number of annotated transcript isoforms for each gene. The number of transcripts in each group is shown in figure legends. The
accuracy metrics were calculated by comparing the estimated counts with the “ground truths” in simulated dataset
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Zhang et al. BMC Genomics  (2017) 18:583 Page 4 of 11

Isoform	quantification	problematic	for	genes	with	many	
isoforms





Differential	expression	analysis?

Problems	with	this	approach:

- May	have	few	replicates	

- Multiple	testing	issues

- Distribution	is	not	normal

Couldn’t	we	just	use	a	Student’s	t	test	for	
each	gene?

http://www.socialresearchmethods.net/kb/stat_t.php



Dealing	with	the	“t	test	issues”

Variance estimation issue: edgeR, DESeq2 and limma (in slightly different ways) 
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that the estimates “shrink” from gene-specific estimates towards a common 
mean value. 
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Dealing	with	the	“t	test	issues”

Variance estimation issue: edgeR, DESeq2 and limma (in slightly different ways) 
“borrow” information across genes to get a better variance estimate. One says 
that the estimates “shrink” from gene-specific estimates towards a common 
mean value. 

Multiple testing issue: All of these packages report q values or some other type 
of false discovery rate corrected p values. For SAMseq based on resampling, for 
others usually Benjamini-Hochberg corrected p values.

Distributional issue: Solved by variance stabilizing transform in limma – voom() 
function

edgeR and DESeq model the count data using a negative binomial distribution 
and use their own modified statistical tests based on that.



Parametric	vs.	non-parametric	methods

It would be nice to not have to assume anything about the expression value 
distributions but only use rank-order statistics. -> methods like SAM 
(Significance Analysis of Microarrays) or SAM-seq (equivalent for RNA-seq data)

However, it is (typically) harder to show statistical significance with non-
parametric methods with few replicates.

According to Simon Anders (creator of DESeq) non-parametric methods are 
definitely better with 12 replicates and maybe already at five

http://seqanswers.com/forums/showpost.php?p=74264&postcount=3

… but ...



But:	Revisiting	the	48-replicate	
benchmark	paper

Parametric	methods	apparently	
working	better	…



CuffDiff2

Integrates isoform quantification + 
differential expression analysis.

Also: BitSeq



Sleuth

Developed by the same team as CuffDiff, and superior to it according to 
them. Based on Kallisto.

Transcript-oriented (like CuffDiff)

Includes uncertainty coming from “quantification noise” (like CuffDiff)

Supports modelling multiple experimental factors (unlike CuffDiff)



Reason	to	use	transcript-level	analysis	
counting	can	hide	DE
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Complex	designs

The simplest case is when you just want to compare two groups against each other.

But what if you have several factors that you want to control for?

E.g. you have taken tumor samples at two different time points from six patients, 
cultured the samples and treated them with two different anticancer drugs and a mock 
control treatment. -> 2x6x3 = 36 samples. 

Now you want to assess the differential expression in response to one of the 
anticancer drugs, drug X. You could just compare all “drug X” samples to all control 
samples but the inter-subject variability might be larger than the specific drug effect.

àlimma / DESeq / edgeR / Sleuth which can work with factorial designs

(but not e g CuffDiff2, SAMSeq)



Limma and	factorial	designs

limma stands for “linear models for microarray analysis” – but it can be used for RNA-
seq after applying voom() to a count matrix
Essentially, the expression of each gene is modeled with a linear relation

http://www.math.ku.dk/~richard/courses/bioconductor2009/handout/19_08_Wednesday/KU-August2009-LIMMA/PPT-PDF/Robinson-limma-linear-models-ku-2009.6up.pdf

The design matrix describes all the conditions, e g treatment, patient, time etc
y = a + b*treatment + c*time + d*patient + e*batch + f  

Baseline/average Error term/noise



Which	software	to	choose?

• Based	on	need
• Benchmarks



Decision	tree	for	software	selection	(2016)

Sleuth

,	Sleuth

?



Take-away	messages	from	DE	tool	
comparison

-edgeR, DESeq and limma (the latter of which does not use the negative 
binomial distribution) tend to to work well

-CuffDiff2, which should theoretically be “better”, seems to work worse, 
perhaps due to the increased “statistical burden” from isoform expression 
estimation. Two studies also report poor performance with >5 replicates

-The HTSeq quantification which is theoretically “wrong” seems to give good 
results with downstream software

-It is practically always better to sequence more biological replicates than to 
sequence the same samples deeper

Not considered in these comparisons:
- gains from ability to do complex designs
- isoform-level DE analysis (hard to establish ground truth)
- some packages like BitSeq, Sleuth



Miscellaneous	(if	there	is	time)

• Batch	normalization
• Mixtures	of	cell	types
• Visualization	of	DE	analysis	results
• Normalization	and	scaling
• Beyond	univariate DE	analysis



Often,	putting	the	experimental	batch	as	a	factor in	the	design	matrix	is	
enough.

If	you	wish	to	explicitly	normalize	away	the	batch	effects	(to	get	a	new,	
batch-normalized	expression	matrix	with	continuous	values),	you	can	use	a	
method	such	as	ComBat.

(Designed	for	microarrays,	should	use	log	scale	values	for	RNA-seq)

Batch	normalization

Johnson,	WE,	Rabinovic,	A,	and	Li,	C	(2007).	Adjusting	batch	effects	in	microarray	
expression	data	using	Empirical	Bayes	methods.	Biostatistics	8(1):118-127.



Recent	preprint
http://biorxiv.org/content/early/
2017/02/27/110734

But	see	also	2015	paper



DE	analysis	in	mixtures	of	cell	types

Shen-Orr	SS,	Tibshirani R,	Khatri P,	Bodian DL,	Staedtler F,	Perry	NM,	Hastie	
T,	Sarwal MM,	Davis	MM,	Butte	AJ.	Cell	type-specific	gene	expression	differences	
in	complex	tissues.	Nat	Methods.	2010	Apr;7(4):287-9.

Gaujoux R,	Seoighe C.	CellMix:	a	
comprehensive	toolbox	for	gene	expression
deconvolution.	Bioinformatics.	2013	Sep	
1;29(17):2211-2.	doi:
10.1093/bioinformatics/btt351.

CellMix,	R	package	
implementing	several	
deconvolution methods	(most	
for	microarray)



Differential	expression	analysis	output

Log fold change, FDR

How to visualize?

(and	so	on	…)



Box	plot

Looking	at	top	genes	one	by	one



Volcano	plot

More	global	view



- R/FPKM:	(Mortazavi et	al.	2008)
- Correct	for:	differences	in	sequencing	depth	and	transcript	length
- Aiming	to:	compare	a	gene	across	samples	and	diff	genes	within	sample

- TMM:	(Robinson	and	Oshlack 2010)
- Correct	for:	differences	in	transcript	pool	composition;	extreme	outliers
- Aiming	to:	provide	better	across-sample	comparability	

- TPM:	(Li	et	al	2010,	Wagner	et	al	2012)
- Correct	for:	transcript	length	distribution	in	RNA	pool
- Aiming	to:	provide	better	across-sample	comparability	

- Limma voom (logCPM):	(Lawet al	2013)
- Aiming	to:	stabilize	variance;	remove	dependence	of	variance	on	the	mean

Normalization/scaling/transformation:	different	goals



TMM	– Trimmed	Mean	of	M	values

Attempts to correct for differences in RNA composition between samples

E g if certain genes are very highly expressed in one tissue but not another, there will be less 
“sequencing real estate” left for the less expressed genes in that tissue and RPKM normalization 
(or similar) will give biased expression values for them compared to the other sample

Robinson and Oshlack Genome Biology 2010, 11:R25, http://genomebiology.com/2010/11/3/R25

RNA population 1 RNA population 2

Equal sequencing depth -> orange and red will get lower RPKM in RNA population 1 although the 
expression levels are actually the same in populations 1 and 2



edgeR,	DESeq2	and	some	others	want	to	keep	the	(integer)	read	counts	in	
the	DE	testing	because	they	

- Use	a	discrete	statistical	model
- Want	to	retain	statistical	power	(see	next	slide)

…	but	they	implicitly normalize	(by	TMM	in	edgeR and	RLE	in	DESeq2)	as	
part	of	the	DE	analysis.

Programs	like	SAMSeq and	limma are	fine	with	continuous	values	(like	
FPKM),	the	former	because	it	has	a	rank	based	model	and	the	latter	
because	it	cares	more	about	the	mean-variance	relationship	being	weak.	
They	also	apply	their	own	types	of	normalization	as	part	of	the	DE	testing.

Normalization	in	DE	analysis



Beyond	univariate differential	expression	(1)
Multivariate	methods	such	as	PCA	(unsupervised)	or	PLS	(supervised)	can	be	used	to	
obtain	loadings	for	features	(genes/transcripts/…)	that	contribute	to	separation	of	groups

The	loading	scores	can	be	used	as	a	
different	kind	of	measure	of	which	genes	
are	interesting



Beyond	univariate differential	expression	(2)

Statistical/machine	learning	approaches:

Can	use	gene	or	transcript	expression	levels	as	features	in	a	statistical	model	when	
trying	to	predict	some	class	(classification)	or	continuous	variable	(regression)

Feature	selection	methods	frequently	needed	to	reduce	the	number	of	
genes/transcripts	used	in	the	model.	E	g	lasso/elastic	net	or	Boruta (random	forest	
based	feature	selection).


